Introduction

“There is no more important proposition in economic theory than that, under competition, the rate of return on investment tends toward equality in all industries.”1

Sustainable competitive advantage is pertinent for executives and investors. We define sustainable competitive advantage as a company’s ability to generate returns on investment above the cost of capital, and higher than its competitors, for an extended period.

Executives seek to position their companies strategically to attain a competitive advantage. In the process, they have to consider industry dynamics, including barriers to entry, and figure out how to perform activities differently, or perform different activities, than their competitors.2 Companies can also create shareholder value by allocating capital judiciously.

Investors commonly seek to buy the shares of businesses that can create value over time. These companies are often said to be surrounded by an economic moat that preserves profitability and keeps competitors at bay.3 Of course, investors need to be sensitive about the price they pay. But businesses with a sustainable competitive advantage can be attractive because their value grows over time.

Investors often treat analysis of competitive advantage and valuation as separate tasks. But they should be done together. Alfred Rappaport, a professor emeritus at the Kellogg School of Management at Northwestern University, made this point clearly in his seminal book, Creating Shareholder Value. He wrote, “It is important to establish that the economic forces governing industry attractiveness . . . influence prices, quantities sold, costs, investments, and the riskiness of the industry. These variables, in turn, are the building blocks for the value driver determinants of shareholder value.”4 You need to understand the elements of competitive advantage to value a business intelligently.
A traditional approach to assessing a firm’s competitiveness considers the potential sources of advantage, determines whether those sources translate into a competitive advantage, and validates the existence of competitive advantage by examining measures of performance, including market share and profitability (see exhibit 1). For example, a company that has a technology protected by a patent may be a differentiated producer and deliver a high return on investment. You start with the sources and end with the outcomes.  

Exhibit 1: Traditional Competitive Strategy Analysis

<table>
<thead>
<tr>
<th>Sources of Advantage</th>
<th>Competitive Advantage</th>
<th>Performance Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Proprietary technology</td>
<td>• Low-cost producer</td>
<td>• Market share</td>
</tr>
<tr>
<td>• Unique input costs</td>
<td>• Differentiated producer</td>
<td>• Low customer churn</td>
</tr>
<tr>
<td>• High switching costs</td>
<td></td>
<td>• Attractive profitability</td>
</tr>
<tr>
<td>• High search costs</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Habit formation</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Reinvest in business to sustain advantage


This report takes a different tack. It starts by examining market share and asks whether market share, and related concepts, can help inform the analysis of industry structure. This will take us on a journey that includes life cycles, market share, concentration, markups, intangibles, and “superstars.” We will study the link between some of these variables and return on investment and provide some analytical tools along the way. We finish with some case studies to see how these ideas apply to a handful of industries.

This work is important because economic theory tells us that return on investment in excess of the opportunity cost of capital gets eroded by competition. There is regression toward the cost of capital. An industry where all competitors earn the cost of capital is in competitive equilibrium.

Research in strategic management has a different point of emphasis than that in economics. Strategy seeks to explain sustainable competitive advantage by looking at individual companies and how they differ. Economics tends to treat firms in broader classes, old versus young or incumbent versus challenger, with an emphasis on aggregates. Notably, the antitrust literature draws much more heavily on research in economics than in strategy.

Understanding competitive advantage helps us anticipate the rate at which regression happens. The slower the rate of fade, the longer a company can sustain its competitive advantage. Companies with strong competitive advantages preserve high returns longer than their competitors do.

A study of market share is useful because it can provide insight into entry and exit dynamics and industry stability. How a firm gains or loses market share can shed light on the distinction between more traditional markets, where multiple competitors grapple for share, and those with strong network effects, which often culminate in one firm dominating the industry.

We also need to understand the link between market share and firm profitability. A strong market share position can lead to attractive profitability for good or bad reasons. Good reasons include the benefit of economies of scale, where bigger companies have lower costs than smaller ones and hence can provide consumers with a
quality offering at an attractive price. Bad reasons reflect anti-competitive behavior, cases where leaders stymie
the competition and resulting prices are higher than they would be otherwise. Debates about potential antitrust
actions are based on this distinction.

**Defining Market Share**

The *Merriam-Webster* dictionary defines market share as “the percentage of the market for a product or service
that a company supplies.” Market share is an outcome of a company’s product or service offering, distribution
channels, marketing initiatives, and customer relationships. Some markets tend toward winner-take-most
outcomes. Debates about potential antitrust actions are based on this distinction.

Lee Cooper and Masao Nakanishi, professors of marketing, suggest that market share analysis should be
competitive, descriptive, and profit-oriented. Competitive emphasizes that any assessment must be in the
context of the position and decisions of competitors, including potential entrants. Descriptive captures the market
structure and the potential impact of marketing initiatives on product performance. Profit-oriented considers how
changes in market share lead to changes in profitability.

While market share is straightforward in concept, there can be considerable challenges in attaining reliable
figures. For example, defining the market requires judgment. Take automobiles as a case. Does it make sense
to measure market share for all vehicles sold? Or does reflecting segments such as sedans versus sport utility
vehicles provide insight? What is the appropriate geographic scope? Should market shares be considered on a
local, regional, national, or international level? When does that matter? Finally, should you measure market
shares using revenues (units sold times price divided by total revenue) or units (units sold divided by total units
sold)?

Market structure is defined by the number and distribution of firms within an industry. Two aspects of market
share, stability and concentration, can provide insight into potential sustainable competitive advantage.

**Market Share Stability**

Market share stability is conducive to sustainable competitive advantage, whereas instability makes it more
difficult to create value over time. Instability can be the result of multiple sources, including new entrants,
competitive actions, technological change, and shifts in consumer demand. Market share instability provides
insight into the nature of rivalry and is a measure of mobility within the industry.

Methods to measure market share stability have been around for more than a half century. Bruce Greenwald, a
professor emeritus of asset management and finance at Columbia Business School, popularized an approach
based on average absolute value market share change. You examine the market shares for each company
within an industry over two periods, usually three to five years apart, and calculate the absolute value of the
change for each. You use those figures to calculate the average absolute value change.

Exhibit 2 provides an example for the United States (U.S.) automobile industry for the 5 years from 2016 through
2021. While some firms lost share (General Motors) and others gained share (Tesla), the average absolute
value change was about one percentage point. We consider any average below two to be a low level of
instability.
Exhibit 2: Market Share Instability Analysis – U.S. Automobile Industry, 2016-2021

<table>
<thead>
<tr>
<th>Company</th>
<th>2016</th>
<th>2021</th>
<th>5-Year Absolute Value Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>General Motors</td>
<td>17%</td>
<td>15%</td>
<td>2%</td>
</tr>
<tr>
<td>Toyota</td>
<td>14%</td>
<td>15%</td>
<td>1%</td>
</tr>
<tr>
<td>Ford</td>
<td>15%</td>
<td>13%</td>
<td>2%</td>
</tr>
<tr>
<td>Stellantis</td>
<td>13%</td>
<td>12%</td>
<td>1%</td>
</tr>
<tr>
<td>Honda</td>
<td>9%</td>
<td>10%</td>
<td>1%</td>
</tr>
<tr>
<td>Hyundai</td>
<td>8%</td>
<td>10%</td>
<td>2%</td>
</tr>
<tr>
<td>Nissan</td>
<td>9%</td>
<td>7%</td>
<td>2%</td>
</tr>
<tr>
<td>Volkswagen</td>
<td>3%</td>
<td>4%</td>
<td>1%</td>
</tr>
<tr>
<td>Subaru</td>
<td>3%</td>
<td>4%</td>
<td>1%</td>
</tr>
<tr>
<td>BMW</td>
<td>2%</td>
<td>2%</td>
<td>0%</td>
</tr>
<tr>
<td>Daimler</td>
<td>3%</td>
<td>2%</td>
<td>1%</td>
</tr>
<tr>
<td>Mazda</td>
<td>2%</td>
<td>2%</td>
<td>1%</td>
</tr>
<tr>
<td>Tesla</td>
<td>0%</td>
<td>2%</td>
<td>2%</td>
</tr>
<tr>
<td>Volvo</td>
<td>0%</td>
<td>1%</td>
<td>0%</td>
</tr>
<tr>
<td>Jaguar Land Rover</td>
<td>0%</td>
<td>1%</td>
<td>0%</td>
</tr>
<tr>
<td>Other</td>
<td>2%</td>
<td>0%</td>
<td>2%</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>100%</td>
<td>100%</td>
<td></td>
</tr>
</tbody>
</table>

Average 1%

Source: www.goodcarbadcar.net and Counterpoint Global.

We can also look at how this level of instability has changed over time. Exhibit 3 shows the trailing 5- and 3-year market share instability figures for the U.S. automobile industry from 1961 through 2021. We see bouts of relative instability, including the early 1980s and the decade to start the 21st century, interspersed with periods of quiescence.


This analysis also allows for two other checks. The first is to see how many companies are in the industry. The other is to see if new names appear on the list or old ones disappear. Lots of companies and the emergence of new competitors typically suggest that barriers to entry are low.

A couple of factors are particularly important in considering the rate of entry and exit. The first is where an industry is in its life cycle. As an industry is born, it is common for the number of entrants to rise sharply in the early years and then to fall over time. Market shares tend to show a great deal of instability early on and settle down over time. For instance, the average absolute value change of the big three automobile manufacturers, General Motors, Ford, and Chrysler, was nearly 10 from 1925 to 1929. Identifying winners can be very challenging shortly after an industry launches.

The second factor is the rate of entry. One of the key functions of a capitalist system is to efficiently shift resources from industries that destroy value to those that create value. Low barriers to entry and exit, as well as low friction on capital flows, encourage this process.

Industries with high returns on investment attracted entrants from the mid-1970s through about the year 2000. But since then, high returns have no longer correlated with free entry. Research by the economists Germán Gutiérrez and Thomas Philippon suggests that neither economies of scale for the incumbents nor higher entry costs explain this decline in entry. They contend that the main culprit is the rise of regulation.

Gutiérrez and Philippon argue that the rise has been geared less toward public interest regulation, which seeks to protect consumers and address negative externalities, and more toward public choice regulation, which primarily benefits incumbents. Regulation, along with the substantial investments in intangibles by big firms, have created large, fixed costs that have impeded the entry and growth of small firms. Exhibit 4 shows the rise in the number of regulations and the entry rate for technology firms. Entry by technology firms peaked around 2000 and has drifted lower in recent decades.


![Exhibit 4: The Rise of Regulations and Firm Entry for Technology, 1978-2019](image)

An analysis of market share stability offers insight into how market shares change over time. But it does not paint a complete picture of how market share is distributed. For that, we need to examine concentration.

**Market Concentration**

Market concentration quantifies “the extent to which market shares are concentrated between a small number of firms.” There are two main ways an industry can become concentrated. The first is through consolidation. For example, the number of aerospace and defense prime contractors went from 51 to 5 during the 1990s. The second is the result of winner-take-most outcomes that are characteristic of some industries.

The relationship between minimum efficient scale (MES) and the total addressable market (TAM) is one way to think about the number of competitors and the degree of potential concentration. MES is the level of output at which a firm reaches its long-term average cost. It is based on the relationship between a company’s sales and fixed costs, or costs that do not change with output. A company that has not reached MES will be at a disadvantage to a larger competitor. MES therefore provides an indication of how much market share a company requires to be competitive.

TAM is the sales a company could attain if it had 100 percent share of a market it could serve while creating value. TAM is not about how large an industry can be but rather how large it can be while adding value.

You should always think about scale relative to competitors. Big firms in a large industry may not have any advantage when compared to one another. For example, eight global automobile manufacturers had sales in excess of $100 billion in 2021. Likewise, a little firm in a small industry may have an advantage. MES and TAM, which can change over time as the result of shifting consumer preferences and technological advances, should be part of any consideration of concentration.

As with market share, there is a lot of debate about how to measure concentration. Different methods can lead to different conclusions about the same industry. One method is to measure the market share held by some number of companies. This is often designated by the letter “C” and the number of companies measured. For example, a C4 concentration calculation adds up the market shares of the largest four industry participants.

The most common approach for estimating concentration is the Herfindahl-Hirschman Index (HHI), which weights market shares. Specifically, the index is the sum of the squares of the market shares of the 50 largest firms in an industry times 10,000. For industries with fewer than 50 firms the amount is the sum all firms. For instance, for an industry with four companies and market shares of 50 percent, 25 percent, 15 percent, and 10 percent, the index would be 3,450 ([(.50)^2 + (.25)^2 + (.15)^2 + (.10)^2] × 10,000 = 3,450).

The virtue of the HHI is that it considers not only the number of firms in an industry but also the distribution of their sizes. It measures inequality. A large firm in a fragmented industry may be able to impose discipline on its competitors. HHI is commonly used in assessing whether deals are anti-competitive, and an HHI in excess of 2,500 is considered a “highly concentrated” market.

Exhibit 5 shows how these measures can offer different messages. In the first scenario, the top four competitors have equal share, leading to a C4 of 80 percent and an HHI of 1,800, deemed to be a “moderately concentrated” market. In the second scenario, one company has one-half of the market even as the top four still share 80 percent. Now the HHI soars to 3,000 and the market is considered to be highly concentrated. In practice, however, these metrics generally come to similar conclusions.
Exhibit 5: Concentration Measures Can Provide Different Signals

<table>
<thead>
<tr>
<th></th>
<th>Market Share</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Scenario 1</td>
<td>Scenario 2</td>
</tr>
<tr>
<td>Competitor A</td>
<td>20%</td>
<td>50%</td>
</tr>
<tr>
<td>Competitor B</td>
<td>20%</td>
<td>10%</td>
</tr>
<tr>
<td>Competitor C</td>
<td>20%</td>
<td>10%</td>
</tr>
<tr>
<td>Competitor D</td>
<td>20%</td>
<td>10%</td>
</tr>
<tr>
<td>Competitor E</td>
<td>10%</td>
<td>10%</td>
</tr>
<tr>
<td>Competitor F</td>
<td>10%</td>
<td>10%</td>
</tr>
<tr>
<td>Total</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>C4</td>
<td>80%</td>
<td>80%</td>
</tr>
<tr>
<td>HHI</td>
<td>1,800</td>
<td>3,000</td>
</tr>
</tbody>
</table>

Source: Counterpoint Global.

Another challenge is the level at which you choose to measure concentration. Do we care about local or national concentration? Which tells us more about the nature of competition? Some studies show that national concentration has risen in recent decades even as local concentration has declined for some industries, including retail stores. Particular assumptions embedded in the measurement create the dichotomy between the figures for national and local concentration.

Defining an industry can also be tricky. Researchers calculate HHI using the Standard Industrial Classification (SIC), the Global Industry Classification Standard (GICS), and the North American Industry Classification System (NAICS). The results can differ markedly based on which metric a researcher uses to measure the industry.

The basic intuition is that high concentration suggests limited competition, which explains why HHI is used as a tool to assess whether a merger and acquisition (M&A) deal is considered anti-competitive. Likewise, low concentration is consistent with lots of competition. These important caveats regarding measurement notwithstanding, we would like to know whether concentration is up or down in recent decades.

The answer is it depends on whom you ask. Some studies find clear evidence for rising concentration and explore the implications for industry returns in excess of the cost of capital. For example, one analysis suggests the HHI for U.S. public companies has gone from less than 1,000 in the mid-1990s to more than 1,600 today.

Other studies find limited evidence for increases in concentration. One showed the industries with the largest increase in the C4 ratio from 2002 to 2017 included declining sectors such as newsprint mills and radio networks.

In a point related to entry, the data show that the probability of a firm in the top four dropping out of that group rose steadily from 1980 and peaked around 2000. This suggests these leaders were being disrupted at a rising rate. Since then, however, the probability has dropped steadily, which is consistent with a decline in disruption.

The core limitation of concentration measures, including C4 and HHI, is that they are not reliably linked to sustainable competitive advantage or stock returns. It appears market share provides a better link to profitability than does concentration. We now turn to the link between market share and attractive return on investment.
**Market Share and Market Power**

A recent meta-study found that market share is positively linked to financial performance, including metrics such as return on sales, return on investment, and return on equity. But the relationship is not simple and context matters. The central question is how market share translates into a return on investment that exceeds the cost of capital.

One of the best ways to answer this is to examine supply and demand curves, one of the most basic concepts in economics. Exhibit 6 provides a simple example. On this chart, the horizontal (x) axis measures quantity and the vertical (y) axis reflects price. The demand curve shows the willingness to pay (WTP) of consumers. They demand a low quantity of a good or service when the price is high, and demand rises as the price falls.

The supply curve reflects the cost for producers. Suppliers will provide lots of a good or service when prices are high, and the willingness to sell (WTS) drops as the price does.

The equilibrium price is at the intersection of the demand and supply curves, where the willingness to pay and the marginal cost of production meet. The price will equal this cost in theory because a producer that has a cost lower than that of its competitors will drop its price to grow its market share.

In a competitive setting, the price migrates toward the marginal cost. This is what George Stigler, the economist quoted at the top of this report, meant when he said, “the rate of return on investment tends toward equality in all industries.” The marginal cost includes the cost of capital. Companies will have a return on investment equal to the cost of capital, which means they neither create nor destroy shareholder value.

Consumers who have a willingness to pay above the price realize a surplus because they are getting something for less than what it’s worth to them. Consumer surplus captures the utility, or satisfaction, that consumers perceive. The triangle in the upper left corner reflects this aggregate value.

**Exhibit 6: Supply and Demand Curves and Competitive Equilibrium**

---

*Source: Counterpoint Global.*
Companies generally seek to generate returns on investment above the cost of capital. This requires realizing a price that is above the marginal cost. Economists call this ability “market power,” which is defined as “the ability of a firm to raise prices above costs and generate excess profits.”

Industries and companies with market power earn an economic profit, a return on investment in excess of the cost of capital.

Exhibit 7 shows the same demand and supply curves, but rather than the price set at marginal cost, the higher price reflects market power. Consumer surplus remains, but the area of the triangle is much smaller than in exhibit 6.

Producers now have an economic profit. We also have welfare loss, which represents the group of consumers that have a willingness to pay above the competitive price but below the price with market power. In other words, these consumers would have bought the good or service at the competitive price but lose welfare because the higher price precludes them from a purchase.

**Exhibit 7: Supply and Demand Curves and Market Power**

The existence and pursuit of market power immediately raises some issues. The first is the role market power plays in the link between market share and economic profit. The second is how we measure market power, the difference between price (output) and marginal cost (input).
How Companies Create Value

The combination of market power and a framework for understanding how companies create and capture value provides a way to understand the connection between market share and economics. This model of how companies add value was developed by two professors of strategy, Adam Brandenburger and Harborne Stuart, and considers value creation from the point of view of buyers, the company, and suppliers. Felix Oberholzer-Gee, a professor of strategy at Harvard Business School, has brought the ideas to life with robust frameworks and vivid examples.

Exhibit 8 shows what Oberholzer-Gee calls the "value stick," which allows us to think about a company’s ability to create value on two levels. The first is the gap between willingness to pay and willingness to sell. WTS is the lowest price at which a supplier is willing to sell their good or service. The difference between willingness to pay and price is consumer surplus, as we have seen. The difference between cost and the willingness to sell is supplier surplus. For example, you might imagine the company paying an employee (cost) more than the salary at which she would be indifferent to working (WTS). In this case the employee would enjoy a supplier surplus.

Oberholzer-Gee argues that companies should strive to increase willingness to pay and to lower willingness to supply. This shifts demand and supply curves, creates the opportunity for consumer and supplier surplus, and leaves plenty of room for the company to create value. The economic pie, from suppliers to customers, grows.

Exhibit 8: A Value Stick Shows How Market Share Can Add Value

The second level of value creation is narrower and focuses on the company. A more formal definition of economic profit is return on invested capital (ROIC) minus the weighted average cost of capital (WACC), times invested capital. ROIC is defined as net operating profit after taxes (NOPAT) divided by invested capital.

For instance, if a company’s ROIC is 13 percent, its WACC is 8 percent, and its invested capital is $1,000, the economic profit is $50 (\(0.13 - 0.08\) \(\times\) $1,000 = $50). A company creates value when its economic profit is positive, which means the present value of the cash flows from its investment are worth more than the cost.

It is important to add that just because a company has earnings does not mean that it is creating shareholder value. Investments can generate earnings that are positive but fail to earn the cost of capital. This results in a negative economic profit. For this reason, the link between earnings growth and value creation is tenuous.\(^4^4\)

Oberholzer-Gee shares some of the main ways to increase willingness to pay and lower willingness to sell. These concepts are very consistent with generic strategies to gain a competitive advantage, including differentiation (achieve a premium price by raising WTP), cost leadership (have prices below the competition as the result of a lower WTS), and focus (serve a narrow slice of customers better than competitors can).\(^4^5\) These methods are also a structured way to evaluate barriers to entry. The key is to consider how expanding the gap between WTP and WTS makes higher market share more profitable than lower market share.

Let’s start with willingness to pay at the top of exhibit 8. While most firms focus narrowly on growing sales, Oberholzer-Gee argues their emphasis should be on enhancing WTP by delighting their customers. We briefly describe the levers he discusses to increase WTP and to potentially add pricing power: \(^4^6\)

- **Network effects.** A network effect exists when the value of a good or service increases as more people use the good or service.\(^4^7\) Network effects come in different forms. Direct network effects exist when members can connect with one another without having to deal with an intermediary. Telephone networks are the archetype. Indirect network effects exist when there are complementary assets, such as electric vehicles and charging stations. Network effects are also pertinent for platform businesses that match two sides of a market. The ride-sharing companies, Uber and Lyft, are a good case in point.\(^4^8\)

Positive feedback, where the strong get stronger and the weak get weaker, is key to understanding how network effects come about. This is very different than negative feedback, where the strong get weaker, the weak get stronger, and there is regression toward the mean. Most businesses are subject to negative feedback. But there are commonly battles, at least early on, to determine the winner in industries where positive feedback is relevant. (If you want to see a long history of these, type “format war” into your search engine.) One classic example is Video Home System (VHS) versus Betamax.

The outcomes of these business skirmishes are rarely evident in real time.\(^4^9\) For instance, Facebook rose to be the leading social network by passing a number of competitors that appeared formidable. Fox Interactive, mostly driven by MySpace, a Facebook competitor, briefly received more page views than the combined Yahoo! sites in late 2006.\(^5^0\) Yahoo! had been the top company at that time. MySpace was well ahead of Facebook.

Reaching a position of dominance increases WTP because of network effects.\(^5^1\) Consumer surplus naturally rises if the company does not raise the price of its good or service. Some social media sites are free to consumers but gather enormous amounts of information about their users. They can then use this information to monetize their market-leading position through advertising. The value to advertisers
increases along with WTP, and the company that controls the network benefits because it auctions the right to advertise to the highest bidder.

A consumer who is part of a leading network can get locked-in as the result of switching costs. For years most businesses have used personal computers with Microsoft operating systems and office software. Switching to a new system would incur costs in purchase and training.

Network effects are an important driver of WTP but their benefits are less prevalent than asserted. When they are present, the rise in WTP creates the potential for pricing power or generates consumer surplus. Market share is a predictor of profitability when network effects are on display.

- **Complements.** A complement is a good or service that is consumed with another good or service. Examples include hot dogs and hot dog buns, razors and razor blades, and cars and gas stations. When the cost of a product goes down, the WTP for its complement goes up. As a result, firms that figure out how to lower the cost of complements, or even give them away for free, can shift the demand curve up and increase the WTP for their own product. That was likely part of the thinking of Alphabet, the parent of Google, when it made the Android mobile operating system free to handset manufacturers. More mobile handsets using Android meant more consumers using Google search.

Firms that offer complements can still compete with one another. They are sometimes called “frenemies.” They are friends because they recognize that their businesses are more valuable together, and enemies because they dual about how to divide the value that is created.

One recent illustration is the relationship between Apple and Meta Platforms, which owns the social media sites Facebook and Instagram among other businesses. The iPhone has been a key way that users access the Facebook and Instagram applications, and Meta’s applications were among the most downloaded in Apple’s App Store. The companies also discussed a number of ways of working together.

Prior to 2021, advertisers would send information to Meta about customer purchases from their app, along with the identifier for advertisers (IDFA). Meta combined the specific purchase information with other third-party data that tracked a consumer’s activity across a range of applications, websites, and physical stores. The combination of first- and third-party data allowed advertisers to target ads effectively and therefore increased the WTP for ads on Facebook.

In April 2021, Apple introduced App Tracking Transparency, or ATT, which requires users to opt in to be tracked. A majority of users did not. That meant that advertisers could no longer send Meta the IDFA, degrading the ability to target consumers. As a result, the return on investment and WTP for advertisers declined. These advertisers include about 10 million small and medium businesses.

Social media companies and advertisers felt the full effect of these changes in 2022. Meta Platforms has seen a hit to revenue of about $10 billion in 2022, and other social media businesses have also suffered. This story shows how the change in one company’s policy can affect the economics of its complement.

Distinguishing between complements and substitutes can be a challenge. Complements increase WTP and substitutes decrease WTP. Oberholzer-Gee shares the example of a digital form of *The Washington Post*. One survey found that many readers consumed both the printed and the online version, suggesting the products are complements. But some readers consumed the online version only, meaning the digital
version is a substitute for print. Discerning the difference requires an analysis of the patterns of usage and trends. Properly structured experiments can also help tease out cause and effect.

- **Products and services.** Higher WTP is associated with goods and services that are more useful, confer more status, and create more consumer pleasure. For example, companies can earn the reputation of putting the interests of the consumer first, combine existing technologies to create useful opportunities for customers that are new, and make sure that the company’s business model is not based on a negative aspect of the consumer experience.\(^{59}\)

Another method of lifting WTP is reducing search costs. One series of experiments showed that recommendations based on the taste of the participant increased WTP.\(^ {60}\) Most e-commerce and video streaming sites have recommendation engines. The algorithms behind these engines tend to improve with more data about consumer choices. More appropriate recommendations further reduce search costs and inform the algorithm, creating positive feedback that benefits WTP.

Some consumers purchase goods or services by habit, which are defined by automaticity and a lack of conscious deliberation.\(^ {61}\) Habitual behavior differs based on the consumer or category, but research shows that WTP is higher for products purchased by habit.\(^ {62}\)

We turn our attention to the bottom of the value stick and examine WTS and cost.

Economies of scale, the idea that the cost per unit declines as output rises, is as relevant for cloud computing and software development as it is for semiconductor and automobile manufacturing. We reviewed two important ideas in our discussion of concentration and minimum efficient scale. The first is that understanding MES is helpful in assessing barriers to entry. The second is that you should always assess MES relative to competitors.

There are cases where businesses have network effects (demand-side scale) and economies of scale (supply-side scale). Think of Google as an example. As Google adds users it can gather more information about them. This is valuable to advertisers because it improves the efficiency of their digital advertising. The ad dollars that Google collects, in turn, allow it to further improve the search functionality and hence add value for its users. That is the demand side.

Google is now very big, which allows it to spend sums on fixed costs that are very hard for competitors to match. This is the supply side. For example, it is estimated that Google pays Apple around $18 to 20 billion a year to make Google the default search engine on the iPhone, iPad, and Mac.\(^ {63}\) Google’s strong market share translates into demand- and supply-side scale that leads to robust profitability.

Consumers enjoy a surplus and so do suppliers. Supplier surplus is the difference between cost and WTS. Companies that focus solely on cost overlook the opportunity to lower WTS, which can help reduce their own cost while preserving or even adding value for their suppliers. Lowering WTS shifts the company-supplier relationship from zero-sum to win-win.

Here are some ways to reduce WTS:

- **Reduce supply cost through data.** Most companies have digitalized to some degree, which has improved the ability to capture the preferences and purchase habits of their customers. This can be valuable to a supplier, lowering WTS, because it is information the supplier can use to become more efficient. For example, information sharing between Walmart and one of its suppliers, Procter & Gamble, led to lower inventories and higher sales.\(^ {64}\)
Here is how that might work. Consider a supplier that today earns a 12.5 percent profit margin (net operating profit after taxes ÷ sales) and has 1.2x capital turnover (sales ÷ invested capital) for an ROIC of 15 percent (12.5% × 1.2 = 15.0%). Now its customer provides data about what products are selling and the patterns of purchase that help the supplier better manage its inventory. This reduces the supplier’s invested capital and increases its capital turnover to 2.0x. The supplier can now lower the price of its product to the equivalent of a 7.5 percent profit margin while still earning a 15 percent ROIC (7.5% × 2.0 = 15.0%). Even better, the supplier can reduce the price to a 10 percent margin, which creates surplus for the supplier while adding value for the customer.

- **Productivity.** There are large differences in productivity within industries. For example, economists found that U.S. manufacturing plants in the 90th percentile of productivity generated nearly twice the output of those at the 10th percentile. This lowers the company’s cost and also lowers WTS as the company needs fewer inputs to generate the same output as its competitors. These differences often relate to scale, which in turn reflects the ratio of fixed to variable costs. Scale is a big deal when fixed costs are high.

  The learning curve, which describes the ability to reduce unit costs as a function of cumulative experience, can also lower cost and WTS. Studies of the learning curve for hundreds of products show that a doubling of cumulative output reduces unit costs by about 20 percent for the median firm. Learning curves come from accumulated experience and know-how while economies of scale are the result of larger output as a function of cost. The concepts are distinct but often go together.

- **Employee relations.** There are a couple of ways a company can increase employee satisfaction, a form of supplier surplus. The first is to pay employees more. This redistributes value from the company to the employees unless there is an offsetting reduction in costs. Some firms pay more than the market rate for employees because it lowers employee turnover, which reduces costs for hiring and training.

  The problem with pay as a simple lever of supplier surplus for employees is that empirical studies show a weak correlation between compensation and employee satisfaction. However, a culture that fosters intrinsic motivation can lower WTS and increase employee satisfaction. Components of intrinsic motivation include autonomy, mastery, and a sense of purpose. Autonomy is the feeling of being in control and mastery means there is a good match between an employee’s abilities and the opportunity to grow. A sense of purpose means that an employee feels that his or her efforts contribute to a greater good. Employees who are intrinsically motivated do seek fair pay. But companies can enhance productivity and create employee surplus by building a favorable culture.

  Data also help manage employees effectively. For instance, service companies that understand product demand can match work flows to staff schedules appropriately. This lowers the company’s cost and makes employees happier.

The digitalization of business, the process of converting analog information into a digital format that can be more easily presented, analyzed, saved, and shared, is a constant thread through this discussion. On the one hand, digitalization may appear to erode the sustainable competitive advantage. The newspaper industry is a vivid example. As advertising shifted from print to digital form, large newspapers that rely on advertising revenues were unable to cover the large, fixed costs associated with content creation, printing, and distribution of physical newspapers.
On the other hand, digitalization appears to strengthen the hand of companies with network effects and make competitive advantage more sustainable. Microsoft’s decades-long leadership in the personal computer operating system business and extraordinary profitability, measured by cash flow and ROIC, are a case in point.

A handful of professors of strategy from the Norwegian School of Economics provide a framework for assessing when the combination of big data and network effects help or hinder the stability of competitive advantage. They note that big data is distinct from traditional data because of greater volume, velocity, and variety.

The professors suggest companies can be categorized in a two-by-two matrix, with one axis capturing the importance of big data and the other the importance of network effects (see exhibit 9). Most are “digitalized firms,” found in the lower left box of the quadrant, which use digital technology but where big data and network effects are not significant. They cite examples including manufacturing firms seeking to improve efficiency via automation and restaurants and hotels that provide online booking. Competitive advantage is unstable, they argue, because competitors can readily adopt new technologies and therefore a company with a competitive position will be defined by its resources and capabilities.

“Data-driven” companies are in the bottom right quadrant. Big data is important for these companies, but network effects are not strong. These businesses include mapping services, market research firms, and autonomous driving. Here, the source of advantage is the uniqueness of data or the ability to analyze it, which is mitigated by greater access to datasets across industries and the fast-following in data analytics. As a result, competitive advantage is unstable.

In the upper left quadrant are “network firms,” where network effects are important but the gathering and use of big data is limited. This includes companies with direct or indirect network effects, such as messaging services and gaming consoles. The nature of network effects plus the associated lock-in make the competitive advantages these businesses enjoy more stable.

The final quadrant, in the upper right corner, are the “data-driven network firms.” Companies here include many of the large-capitalization technology companies, where network effects and big data are both important. These businesses have the most stable competitive advantages if they use their data to improve WTP and there is positive feedback between gathering data from their users and making the offering more valuable to new and prospective users. These reinforcing mechanisms allow for sustainable competitive advantage.

Michael Porter, a professor of strategy at Harvard Business School, introduced a framework to analyze industry structure based on five forces (bargaining power of buyers, bargaining power of sellers, substitution threats, rivalry among firms, and threat of new entrants). The prior discussion covered many of the elements within in the Porter framework. Bruce Greenwald and Judd Kahn write, “We have simplified Porter’s approach by concentrating first on the force that dominates all others: barriers to entry.” Exhibit 10 summarizes where the major sources of barriers to entry, which address the threat of new entrants, appear on the value stick.
Exhibit 9: The Impact of Big Data and Network Effects on Competitive Advantage

<table>
<thead>
<tr>
<th>More Important</th>
<th>Network Firms</th>
<th>Data-Driven Network Firms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network Effects</td>
<td>More stable</td>
<td>Most stable</td>
</tr>
<tr>
<td>Less Important</td>
<td>Digitalized Firms</td>
<td>Data-Driven Firms</td>
</tr>
<tr>
<td></td>
<td>Most unstable</td>
<td>More unstable</td>
</tr>
</tbody>
</table>


Exhibit 10: Where Barriers to Entry Appear on the Value Stick

<table>
<thead>
<tr>
<th>Sources of Economic Profit</th>
<th>Where It Appears on Value Stick</th>
</tr>
</thead>
<tbody>
<tr>
<td>Advantage unique to incumbents, including proprietary technology, brands, prime locations, and unique access to distribution</td>
<td>Increases WTP and can lower cost</td>
</tr>
<tr>
<td>High switching costs discourage users from adopting a new offering</td>
<td>Increases WTP</td>
</tr>
<tr>
<td>Network effects - value to customers increases as more customers use the product</td>
<td>Increases WTP</td>
</tr>
<tr>
<td>Minimum efficient scale is high because of large required initial investments</td>
<td>Cost and WTS advantage</td>
</tr>
<tr>
<td>Economies of scale as the result of larger volume</td>
<td>Can increase WTP and lower cost and WTS</td>
</tr>
<tr>
<td>Government policies or regulations</td>
<td>Lowers cost relative to potential entrant</td>
</tr>
</tbody>
</table>


Academics who have studied the link between market share and profitability point to three potential sources of value creation: market power, quality signaling, and operating efficiencies. Quality signaling is the idea that a company that becomes a market leader provides a signal to a potential consumer that the offering must be good. They found that market power and quality signaling generally explain more of the variance profitability than did operating efficiencies, but the three factors together provide a good picture of differential profitability.

We now turn to the question of measuring market power.
Measuring Market Power

A company is said to have market power when it can set the price of its good or service above the marginal cost. Economists use a “markup” to measure this market power. Estimating markup can be thorny and there is more than one approach to doing so.

One widely used approach is as follows:

\[
\text{Markup} = \text{production function} \times \frac{(\text{price} \times \text{quantity})}{(\text{costs} \times \text{input})}
\]

Let’s go through the right side of the equation. The production function, denoted by the Greek letter theta (\(\theta\)), describes the relationship between output and input. Empirically, the average production function is around 0.85. The output is captured in price \(\times\) quantity. The input is reflected in costs. Classic inputs include labor and capital.

Markup, symbolized as \(\mu\), is the production function times the output divided by input. The concept is straightforward in theory but getting accurate figures for output and input is a challenge. One approach is to use financial statements, with sales as a measure of output and cost of goods sold (COGS) as a measure of input. COGS are the direct costs related to product sales. The equation is:

\[
\mu = \theta \times \frac{\text{Sales}}{\text{COGS}}
\]

For example, a company with $1,000 in sales, $850 in COGS, and a production function of 0.85 will have a markup of 1.0 (1.0 = 0.85[1,000/850]). In this case price equals the marginal cost. A company with the same sales and production function that has COGS of $680 would have a markup of 1.25 (1.25 = 0.85[1,000/680]).

Markups can go up because of higher prices and the same cost or the same price and lower costs. One group of economists found that consumer surplus per capita has increased substantially since 2006 in spite of higher markups as the result of a shift in consumer preferences.

Markups Without Intangibles

The basic story that has roused the interest of academics and policymakers is summarized in exhibit 11. Aggregate markups in the U.S. were flattish from 1955 through 1980 and have climbed steadily since then. In other words, it appears that market power has increased in the last four decades. This has coincided with a rise in regulation and robust M&A activity.

Economists also note that labor share, the ratio of labor compensation to value added, has declined in the U.S. as well as other developed countries in recent decades (although it is up since the global financial crisis of 2008-2009). Value added is the difference between revenues and intermediate inputs and is split between the factors of production, labor and capital. In a simple sense, markups hurt labor because when the price of a good or service exceeds its marginal cost, demand will naturally decline. Lower demand means fewer employees are necessary to satisfy that demand.

There also appears to be a correlation between markups and cash flow return on investment (CFROI®). Both are relatively flat from 1955 through 1980 and climb steadily through 2019 (see exhibit 12).
Exhibit 11: Aggregate Markups in the United States, 1955-2019


This story is going to take a turn, but for now we want to replicate the data. In so doing we will touch two other interesting facets of the rise in markups. Then we will add an important twist.

Most researchers in this field who use financial statements rely on Compustat. Our universe is the constituents of the Russell 3000 index, which tracks the largest stocks by market capitalization in the United States, at the end of each year. We exclude financials and real estate.\textsuperscript{83} Our data run from 1990 through 2021.

We calculate the markup for each company as the production function $\times$ Sales/COGS. Production functions may differ slightly by industry and year, but for simplicity we used a production function of 0.85, which is the long-term average and median for the population.\textsuperscript{84} We then determine an aggregate markup by weighting companies based on sales.

Exhibit 13 shows the results of our replication. The aggregate markup in 1990 is nearly identical to that in exhibit 11 and the trend over the subsequent 30 years is similar. Our figures, especially in later years, are lower than what some other researchers have found. Part of the explanation is that we do not include the financials, insurance, and real estate industries in our calculation and others do. Those industries have among the highest measured markups, lifting the aggregate.\textsuperscript{85}

Another part is a quirk in how Compustat presents the data.\textsuperscript{86} When a company does not provide an allocation between COGS and SG&A for depreciation, depletion, and amortization, Compustat generally deducts the full amount against COGS. As a result, the COGS that Compustat reports are on average 7.5 percent lower than what companies report in their financial statements. Lower COGS translate into higher markups.

The data also reveal that the cumulative difference in markup changes between industries has been relatively modest (see exhibit 14). The main driver of change has been markup changes within industries.\textsuperscript{87} In other words, the increase in markups for some companies within each industry has separated them from the pack.

\textbf{Exhibit 13: Aggregate Markups, 1990-2021}

\begin{figure}
\centering
\includegraphics[width=\textwidth]{Exhibit13.png}
\caption*{Source: FactSet and Counterpoint Global.}
\caption*{Note: Russell 3000 index excluding financials and real estate; minimum of $0.1$ million sales and COGS.}
\end{figure}
Exhibit 14: Markup Changes Between/Within Industries, 1990-2021

Source: FactSet and Counterpoint Global.
Note: Russell 3000 index excluding financials and real estate; minimum of $0.1 million sales and COGS.

Some academics have called this phenomenon the rise of “superstar” firms. The argument is “that industries are increasingly characterized by a ‘winner takes most’ feature where a small number of firms gain a large share of the market.” Exhibit 15 shows how this appears in the data by sorting companies into quintiles based on the markups in a given year. The bottom three quintiles are basically flat throughout the period and most of the increase comes from the top quintile. The rate of increase is highest for the top quintile and declines for each quintile as you go from the top to the bottom.

Exhibit 15: Markups by Quintile, 1990-2021

Source: FactSet and Counterpoint Global.
Note: Russell 3000 index excluding financials and real estate; minimum of $0.1 million sales and COGS.
Some members of the economics and antitrust fields have used these results to argue that there has been a decline in competition and a need for additional regulatory intervention. But other scholars remain more circumspect in their assessments about the data and what they say. \(^9\) For example, markups in the order of magnitude suggested by some approaches are “too large to be credible” and some of the implications of the increase in markups, including the impact on inflation, are not borne out by the data. \(^\_\)\(^9\) \(_\)\(^\_\)

Markups seek to capture the relationship between sales and marginal costs. Most approaches that use financial statement analysis measure costs with COGS. The question is whether there are intangible costs that these models do not capture and, if so, whether that changes the picture.

**Markups With Intangibles**

Here’s where things get more complicated. Companies have always invested in tangible and intangible assets. But intangible investments have grown at a much faster pace than tangible ones over the decades that markups have increased. \(^9\) As a result, COGS may understate costs, which means that markups calculated simply with sales and COGS are overstated. The point that intangibles are poorly reflected in the data has been made by many scholars in the fields of accounting and economics. \(^9\)

This rise in intangibles suggests that input costs should include items that are reflected in selling, general, and administrative (SG&A) expense. While SG&A technically captures costs not directly related to production, the argument is that COGS are a declining percent of a firm’s total variable cost. \(^9\)

Meghana Ayyagari and Vojislav Maksimovic, professors of finance, collaborated with the economist Asli Demirguc-Kunt to estimate markups with a more complete definition of cost. \(^9\) They use a widely-accepted method to adjust the estimate for cost to reflect a component of SG&A. \(^9\) This approach first deducts research and development (R&D) from total SG&A and assumes that 30 percent of the remaining SG&A is an investment and the other 70 percent is a cost. \(^9\) So the markup equation, including intangibles, is as follows:

\[
\mu = \theta \frac{\text{Sales}}{(\text{COGS} + \text{SG&A} - \text{R&D} - 0.3(\text{SG&A} - \text{R&D}))}
\]

Let’s look at Snowflake, Inc., a cloud computing-based data warehousing company, to see how capturing these costs changes the result. This is an extreme example but shows how meaningful the adjustment can be.

Here’s the markup for fiscal 2022 based solely on COGS (income statement items are in millions of dollars) and using a production function \((\theta)\) of 0.85:

\[
\mu = \theta \frac{\text{Sales}}{\text{COGS}} = 0.85(\frac{1,219}{458}) \approx 2.25
\]

Here’s the markup after giving consideration to costs reflected in SG&A and bumping up \(\theta\) to 0.95 to reflect the higher input:

\[
\mu = \theta \frac{\text{Sales}}{(\text{COGS} + \text{SG&A} - \text{R&D} - 0.3(\text{SG&A} - \text{R&D}))} = 0.95[\frac{1,219}{(458 + 1,476 - 467 - 0.3(1,476 - 467))}] \approx 1.00
\]

These calculations provide conclusions about market power that are starkly different, from well above average to unity. We acknowledge that there is a lively debate about how best to extract costs from SG&A but believe that ignoring SG&A in the analysis of markups yields a distorted picture.

Companies with high gross margins and low operating profit margins will have large differences between their unadjusted and adjusted markups. The adjustment has minimal effect on companies with low gross margins and positive operating profit margins.
The picture of markups changes quite dramatically when some of SG&A is considered as a cost. Exhibit 16 shows that markups for the companies in the Russell 3000 have risen gently since 1990, and the level of markup is consistently lower than the calculation that excludes the cost from SG&A. For example, the markup that includes the SG&A cost was 1.20 in 1990, while the markup using solely COGS was 1.33 (see exhibit 13). For this analysis we use a production function of 0.95 to reflect the greater input costs.

**Exhibit 16: Markups with Intangible Adjustment, 1990-2021**

---

**Source:** FactSet and Counterpoint Global.

**Note:** Russell 3000 index excluding financials and real estate; minimum of $0.1 million sales, COGS, SG&A, and R&D.

The adjustments also cause the increase in dispersion of markups within industries, captured in exhibit 14, to evaporate. Exhibit 17 shows the cumulative difference between and within industries remains relatively stable.

**Exhibit 17: Markup Changes Between/Within Industries with Intangible Adjustment, 1990-2021**

---

**Source:** FactSet and Counterpoint Global.

**Note:** Russell 3000 index excluding financials and real estate; minimum of $0.1 million sales, COGS, SG&A, and R&D.
The rise of superstar firms was the driver of markup dispersion within industries. While some evidence that the markups for firms in the top quintile rose over the time we examined, exhibit 18 shows that the effect is substantially more muted after adjustments.

**Exhibit 18: Markups by Quintile with Intangible Adjustment, 1990-2021**

Source: FactSet and Counterpoint Global.
Note: Russell 3000 index excluding financials and real estate; minimum of $0.1 million sales, COGS, SG&A, and R&D.

One important insight is that superstar firms tend to substantially outspend their competitors on intangible assets. James Bessen, executive director of the Technology and Policy Research Initiative at the Boston University School of Law, builds on this point and describes three developments that allow superstar firms to differentiate themselves from their peers to sustain a competitive advantage. First, these companies invest heavily in proprietary software. Bessen shows that the growth in spending for software has vastly outstripped that for R&D, advertising, and acquisitions. Overall, companies in the U.S. spent about $240 billion on proprietary software, and those expenditures were heavily skewed toward the largest firms.

Next, he argues that the use of software has allowed superstar firms to go beyond simple economies of scale to provide differentiated offerings as well. Academics often suggest companies pursue either a strategy of cost leadership or differentiation and avoid trying to do both and risk getting “stuck in the middle.” The application of proprietary software allows large firms to now deliver scale and complexity in a way not possible in the past.

Finally, the sheer complexity of the software and the lack of incentives to share mean that the diffusion of technology is slower now than it was in prior generations. For this reason, it is difficult for competitors to close the productivity gap and the minimum efficient scale for potential challengers is on the rise.

Ayyagari et al. also calculate the ROIC for each company. They find that about 40 percent of superstar firms, as ranked by ROIC, are in technology, 20 percent in manufacturing, and 13 percent in healthcare. A company’s ROIC is lower after reflecting adjustments for intangible investments. We estimate that Microsoft’s ROIC (using average invested capital) for fiscal 2022 goes from 49 percent to 34 percent with adjustments.

What you conclude about market power has a lot to do with how you choose to measure markups and which data you use. There has been a rise in markups in recent years if the consideration of costs is restricted to COGS. But this pattern largely disappears if a component of SG&A is considered a cost, which would be consistent with a rise in intangible investment.
Case Studies in Market Share

We now turn to four case studies to illustrate some of the methods and points in the report. We selected two traditional industries, automobiles and airlines, and two with winner-take-all outcomes, internet search and word processing software. For each we examine market share, concentration, market share instability, and markups.

Automobiles

The U.S. automobile industry has a long and storied history. Since the end of World War II, concentration has dropped, new manufactures have entered, and profitability has gradually eroded. The industry now faces the prospects of migrating from internal combustion engines to electric vehicles in the coming decades.

Exhibit 19 provides a snapshot of market share in the U.S. measured by units sold. We see that 6 producers have a market share between roughly 10 and 15 percent. One estimate of minimum efficient scale for auto assembly is about 250,000 units per year per factory. About one-half of the autos sold in the U.S. are imported.

Exhibit 19: Market Share for the U.S. Automobile Industry, 2021

```
General Motors
Toyota
Ford
Stellantis
Honda
Hyundai
Nissan
Volkswagen
Subaru
BMW
Daimler
Mazda
Tesla
Volvo
Jaguar Land Rover
```

Source: goodcarbadcar.net and Counterpoint Global.

The concentration in the U.S. automobile industry has been driving lower for the last 60 years, as revealed in exhibit 20. The peak of this series, achieved in 1962, was an HHI of 3,391, well above the threshold of what is considered to be a highly concentrated industry. The most recent reading for the HHI is 1,051, considered to be an unconcentrated market. The C4 concentration ratio shows a similar decline.

While some of this decline is the result of consolidation, the majority reflects the loss of market share of the top two producers. In 1965, General Motors’s market share was 49.6 percent and Ford’s was 26.8 percent, combining for more than three-quarters of the market. Their combined share today is 27.8 percent, just over one-quarter of the market.
Exhibit 20: Concentration Ratios for the U.S. Automobile Industry, 1961-2021


We saw the market instability analysis of the industry earlier (reproduced in exhibit 21). In the 1970s, U.S. manufacturers were caught flatfooted as imports from Japan that were low cost and fuel-efficient gained substantial market share. The increase in instability at the time of the financial crisis reflects sharp market share losses for General Motors and Chrysler, which is now part of Stellantis.


The U.S. auto industry is large and has a handful of companies with modest and similar market shares. Minimum efficient scale is important and multiple competitors can achieve this scale because of the size of the global industry. As a consequence, achieving high and sustainable economic profits is a challenge.

Exhibit 22 shows the markups for the auto industry, both unadjusted and adjusted for intangibles, from 1990 to 2021. The difference between the two series is modest reflecting limited costs associated with intangibles. The median is below that of the Russell 3000, reflecting the industry’s struggle with profitability. The industry has earned a return similar to its cost of capital over the period that corresponds with the markup data.

**Exhibit 22: Unadjusted and Adjusted Markups for the U.S. Automobile Industry, 1990-2021**

![Graph showing unadjusted and adjusted markups for the U.S. automobile industry, 1990-2021.]

*Source: FactSet and Counterpoint Global.*

**Airlines**

We now examine the U.S. airline industry. This sector launched in earnest after World War II but has been challenged to deliver consistently positive economic profit. There have been more than 100 airline bankruptcy filings since the industry deregulated in 1978, including some airlines that have filed more than once. The structure of the industry was changing rapidly until the COVID-19 pandemic created a massive negative shock.

Exhibit 23 shows the market share of the major carriers based on U.S. revenue passenger miles for 2021. We can see that 4 carriers have market share between 13 and 19 percent. Minimum efficient scale is important in airlines because of high fixed costs.

The poor industry returns have led to substantial consolidation in the 21st century (see exhibit 24). Ten airlines that existed prior to 2001 have merged into the four major carriers today. JetBlue’s recent agreement to acquire Spirit Airlines continues this trend. Some research finds this consolidation has led to an increase in market power for the airlines.
Exhibit 23: Market Share for the U.S. Airline Industry, 2021

Source: Bureau of Transportation Statistics and Counterpoint Global.

Exhibit 24: Consolidation of the U.S. Airline Industry, 2001-2022

Source: Counterpoint Global.
Exhibit 25 shows the lift in concentration in the last 20 years largely as the result of M&A. The HHI figure for 2021 was about 1,200 and reflected an unconcentrated industry. But airlines are a good example of why it is necessary to focus on regional versus national concentration.

**Exhibit 25: Concentration Ratios for the U.S. Airline Industry, 1974-2021**

![Herfindahl-Hirschman Index and Four-Firm Concentration Ratio over time](chart)

*Source: Bureau of Transportation Statistics and Counterpoint Global.*

Market shares have become more stable in recent years following a tumultuous period in the 1980s as the result of deregulation and the recent 20-year wave of consolidation that was precipitated in part by industry woes following the attacks on September 11, 2001. Two periods of low or declining market share instability, the mid-1990s and 2014-2019, were relatively good periods for economic profits.

**Exhibit 26: Market Instability Analysis for the U.S. Airline Industry, 1974-2021**

![Market Share Instability over time](chart)

*Source: Bureau of Transportation Statistics and Counterpoint Global.*
The markup data reflect the fact that sustainable value creation has been mostly elusive (see exhibit 27). As with autos, the gap between figures unadjusted and adjusted for intangible costs is small. That noted, ROICs are higher in North America than other markets around the world. Further, analysis that relies on government data including Air Carrier Statistics and Air Carrier Financial Reports find that markups did trend higher through the 21st century prior to the COVID-19 pandemic.

**Exhibit 27: Unadjusted and Adjusted Markups for the U.S. Airline Industry, 1990-2021**

![Graph showing unadjusted and adjusted markups for the U.S. airline industry, 1990-2021.](source: FactSet and Counterpoint Global.)

**Internet Search**

The next industry we review, internet search, has characteristics that are sharply different than those of autos or airlines. This industry is much younger than the other ones and the eventual winner was by no means clear as the battle for market share began in the mid-1990s.

Exhibit 28 shows the breakdown of market share at the end of 2021. Google commands more than 90 percent of the market and its closest competitor is under 3 percent. This is an example of a winner take most market. Google’s revenues are predominately from advertising. As we saw before, a clear market leader increases the willingness to pay of customers, which are in this case the advertisers. While Google does have discretion over the supply of ads it offers, the prices are set via an auction.

**Exhibit 28: Market Share for the Internet Search Industry, 2021**

![Bar chart showing market share for the internet search industry, 2021.](Source: StatCounter via https://www.dailymotion.com/video/x81fzhm.)
The substantial skew in market share shows up as a high measure of concentration (see exhibit 29). The HHI for this industry is nearly 8,500. The threshold for being a highly concentrated industry is 2,500. But note the sharp increase in concentration for the 10 years from 1999 to 2009. The HHI went roughly from 1,160 to 8,325.

**Exhibit 29: Concentration Ratios for the Internet Search Industry, 1994-2021**

![Graph showing concentration ratios for the Internet Search Industry, 1994-2021](https://www.dailymotion.com/video/x81fzhm)


Exhibit 30 shows that there were huge swings in market share in the early days of search. Early market leaders such as Excite, AltaVista, Lycos, Infoseek, and Yahoo! moved up and down the leader board until Google came on the scene in 1998. Google did not launch AdWords, a self-serve advertising platform, until the fall of 2000.

**Exhibit 30: Market Instability Analysis for the Internet Search Industry, 1994-2021**

![Graph showing market instability analysis for the Internet Search Industry, 1994-2021](https://www.dailymotion.com/video/x81fzhm)

The combination of a high and stable market share leads to markups that are above average (see exhibit 31). But unlike autos and airlines, where markups were similar whether or not they were adjusted for intangibles, the intangible adjustment is large for this industry. (Since this is weighted, it is effectively showing results for Google.)

For example, the 2021 unadjusted markup is roughly 50 percent higher than the adjusted one (3.0 versus 2.0). This means that Google is investing heavily in intangibles. Consistent with these healthy markups, Alphabet’s ROIC is in the top decile of all public companies.¹¹³

**Exhibit 31: Unadjusted and Adjusted Markups for the Internet Search Industry, 1990-2021**

![Graph showing unadjusted and adjusted markups for the Internet Search Industry, 1990-2021.](image)

*Source: FactSet and Counterpoint Global.*

**Word Processing Software**

Our final case is the market for word processing software that was compatible with the DOS and Windows operating systems from 1986 through 2000.¹¹⁴ This is another example of a market where a dominant competitor, WordPerfect, which had nearly one-half of the market in 1990, lost to the eventual winner, Microsoft Word, in what became a winner-take-most market.

Exhibit 32 shows the market shares in 2000. Word’s share exceeded 90 percent and its next two competitors had about 3 percent share each. A key factor in Word’s ascent was an evolution in the operating system from DOS to Microsoft Windows. WordPerfect was deemed to be a high-quality word processor running on DOS but lost its edge as users transitioned to Windows.

**Exhibit 32: Market Share for the Word Processing Software Industry, 2000**

<table>
<thead>
<tr>
<th></th>
<th>2000 Market Share</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microsoft</td>
<td>90%</td>
</tr>
<tr>
<td>WordPerfect</td>
<td>3%</td>
</tr>
<tr>
<td>Samna</td>
<td>3%</td>
</tr>
<tr>
<td>Other</td>
<td>0%</td>
</tr>
</tbody>
</table>

As Word ascended to its leading position, concentration rose sharply. Exhibit 33 shows that the HHI rises from less than 800 in 1986 to nearly 8,700 in 2000. The C4 concentration ratio essentially doubled from just over 50 percent at the beginning of the period to almost 100 percent at the end.


In the late 1980s there was a lot of jockeying for market share, leading to an industry with very high instability (see exhibit 34). As concentration rose, instability fell. By the end of the measured period, Word’s market share position was strong and stable.


Consistent with a winner-take-most market, markups are above average (see exhibit 35). As with search, there is a large gap between the unadjusted and adjusted figure as the result of intangible costs that are not reflected in COGS. While the relationship between high market share and strong markups makes sense, we would caution that our calculation of markups uses accounting data that reflect more than just the word processing market.


These case studies are a study in contrast. Autos and airlines have dispersed market share among a handful of large competitors, while search and word processing have market shares that are skewed toward one competitor.

The concentration data suggest that autos and airlines are very competitive, albeit the long-term trend in autos is toward less concentration while the recent wave of consolidation in airlines has led to more concentration. Search and word processing start with low concentration but rise sharply as one company establishes its strength.

Each of these industries started with high market share instability and have become more stable over time. Notably, the level of instability in autos does bounce around more than the other industries do. Any analysis of market share instability must consider where an industry is within its life cycle.

Markups attempt to measure market power, or the price a company can charge above marginal cost. Markups are below average for autos and airlines, reflecting the difficulty in achieving scale or differentiation in those industries. Markups are above average for search and word processing as the market leader enjoys advantages on the supply- and demand-side. Further, the gap between markups that are unadjusted and adjusted for intangible costs is small with autos and airlines but substantial for the software-based industries.

Source: FactSet and Counterpoint Global.
Conclusion

This report starts by asking whether a study of market share and measures that relate to market share, such as stability and concentration, can help evaluate whether a company has a sustainable competitive advantage.

While we believe this analysis provides useful indicators, developing a clear picture is challenging because it is difficult to capture what we care about. Issues here include what classification you use to measure industries, whether you examine local or national results, and if and how costs associated with intangibles should be reflected in the analysis. Further, causal mechanisms matter. A company that gains market share as the result of an advantage in economies of scale is fine. A company that gains market share by illegally hampering competition is not. Assigning causality can be hard.

Market share can be difficult to analyze because there is latitude in defining the boundaries of industries and markets. This analysis should consider the moves of competitors, reflect the market structure, and provide a link between changes in market share and profitability.

Achieving a sustainable competitive advantage is difficult for a business that competes in an industry where there is instability in market share. As a general observation, market share instability tends to be high as an industry emerges. During this phase competitors jockey for market fit and new competitors join the fray. Market shares then become more stable as the industry shakes out.

Analysis of stability offers a good occasion to examine the rate of entry and exit, as well as the barriers to entry and exit. The rise of regulation in the last few decades appears to have depressed the rate of entry.

Market share instability tends to be unfavorable for sustainable competitive advantage, but market share stability does not ensure it. Industries can be stable near a point of competitive equilibrium, which precludes any meaningful value creation.

Market concentration as a broad metric has little to say about industry profitability. Measuring concentration, as with market share, presents challenges because of method, data source, and the level of geographic specificity. For instance, some studies show an increase in national concentration and a decrease in local concentration at the same time.

Concentration can be the result of a few processes, which have varying implications for economic profit. The first is that one company has some advantage, usually associated with economies of scale, relative to its competitors. Concentration can also occur through consolidation as a result of M&A. The U.S. airline industry is a good example. Finally, concentration may be the result of a battle in a winner-take-most market. The internet search industry is a good case in point.

Any analysis of concentration is a good time to consider minimum efficient scale and the total addressable market. The important point to keep in mind is that scale for an individual company is relative to its competitors. Some industries, such as the global auto industry, are large enough to accommodate a number of companies that operate at minimum efficient scale. This tends to result in industry ROICs that are close to the cost of capital.

There is a lively debate about the degree to which concentration has changed in recent decades and what that means for competitiveness. The conclusions differ based on the approach the researcher takes to measure concentration. One thing to bear in mind is that regulators do consider concentration as part of an assessment of industry competitiveness.
Market power measures the degree to which a firm can set its price above its marginal cost. A firm with market power creates value by earning a return above its cost of capital. An expansive view of value creation goes from the customer’s willingness to pay to a supplier’s willingness to sell. Between those extremes lie a company’s price and cost. The difference between willingness to pay and price is consumer surplus, and the difference between cost and willingness to sell is supplier surplus. A company can create an opportunity to enhance market power by increasing willingness to pay and decreasing willingness to sell. Further, most of the classic barriers to entry can be mapped onto the framework that considers everything from willingness to pay to willingness to sell.

Markups are the classic way to measure market power. There are various approaches to estimating markups. One popular approach solves for the markup by taking the ratio of output to input times a production function. Using financial statements, sales is commonly used as a proxy for output and COGS for input, or marginal cost. The average production function is around 0.85. An open question is whether a markup is a better measure of market power than ROIC or even gross margin.

Studies have identified provocative patterns in markup data. Specifically, markups appear to have been largely flat from the mid-1950s through 1980 and have ascended steadily since then. The rise in markups has not come from changes between industries but rather from increased dispersion within industries. This has led to the concept of superstar firms, which have distinguished themselves from their industry peers.

Some research suggests that superstar firms are those that have invested heavily in proprietary technology that is not shared with other firms. This software allows these businesses to capture scale, manage complexity, and differentiate from competitors.

This is consistent with research showing that intangible investments have risen sharply in recent decades. This means that COGS may underestimate the marginal cost. Introducing a fraction of SG&A as an additional cost changes the aggregate picture. The rise in markups since the 1980s largely disappears and the rise of superstar firms, while still detectable, becomes vastly more muted. Here again, the answer you get depends on the question you ask.

There has been increased interest in antitrust action abroad and in the U.S. Big technology companies have been one of the focuses of regulatory attention. At a minimum, there will likely be greater scrutiny in M&A deals, more distraction, heightened scrutiny of pricing actions, and continued lobbying to offset the risks. That said, the ambiguity in quantifying measures such as concentration and market power mean that demonstrating harm to consumers and competition can be a challenge. Political and public sentiment toward large companies has vacillated between positive and negative many times in the last 125 years.

Our case studies highlighted traditional industries, autos and airlines, along with digital industries, internet search and word processing software, with winner-take-most outcomes. Examining the development of these industries over time shows how the dynamics for market share, concentration, and markups differ. It is important to note that picking winners is easy after the fact. The market share instability for the internet search market, for example, was extremely high in the early days.

We can now take stock of the link between market share and sustainable competitive advantage. Here are some observations:

- **Look for lopsided market shares.** These tend to be the result of winner-take-most markets. Ideally, the company achieves the market share position through organic growth. Network effects and positive
feedback generally contribute to this outcome. The risk here is that another network comes along and unseats the current incumbent.

- **Market share stability.** Market shares are generally unstable as an industry emerges and settle down as it matures. It is challenging for a company to sustain a competitive advantage in an unstable industry. But a stable industry does not promise excess returns.

- **Be alert to the potential of new entrants.** Clayton Christensen, who was a professor at Harvard Business School, developed the theory of disruptive innovation. Challenges approach a segment of the market, usually at the low end, with a new business model that commonly lowers minimum efficient scale. Once that competitor establishes a toehold, it can address additional segments of the market and drain excess profits from the incumbents. Consider barriers to entry and how they are affected by WTP, price, cost, and WTS. Assess if and how regulation creates a barrier to entry.

- **Low market share inequality.** Some industries have multiple competitors with a difference in market share that is modest. The important consideration is the nature of the industry, especially with regard to fixed and variable costs. For high fixed-cost businesses, it is important to consider minimum efficient scale while recognizing that scale is not about absolute size but rather size relative to competitors.

- **Duration of market share leadership.** How long a company with leading market share remains at the top is a function of how big the gap is between the leader and the nearest rival, market instability, and the factors that drive market share change, such as barriers to entry, marketing spending, and product and process innovation. The first two determinants can be determined quantitatively. The third one can be modeled but generally requires judgment. As noted earlier, the rate at which leaders are getting disrupted has declined since 2000.

- **Look for companies that have consumers with a high willingness to pay or an ability to increase the willingness to pay of customers over time.** Some offerings do not have dominant market shares but do have a high willingness to pay. This is typical of well-regarded luxury brands. These businesses often have pricing power. Other businesses increase WTP through network effects or managing complements effectively.

The appendix includes a list of companies with wide economic moats based on market share that Josh Jarrett, director of research at Counterpoint Global, has collected (exhibit 36). This group of businesses has posted CFROIs that are substantially higher than the average of an aggregate of companies in popular stock market indices (exhibit 37). Good businesses are not always good investments, but consistent value creation tends to be an investor's ally.

Please see important disclosures on pages 55-57
## Appendix: Wide Moat Businesses

### Exhibit 36: Wide Moat Businesses

<table>
<thead>
<tr>
<th>Company Name</th>
<th>Company Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adobe Incorporated</td>
<td>Johnson &amp; Johnson</td>
</tr>
<tr>
<td>Aena SME SA</td>
<td>Jumbo Interactive Limited</td>
</tr>
<tr>
<td>Air Products and Chemicals, Inc.</td>
<td>Kering</td>
</tr>
<tr>
<td>Alphabet Inc.</td>
<td>Linde plc</td>
</tr>
<tr>
<td>Altria Group Inc</td>
<td>Live Nation Entertainment, Inc.</td>
</tr>
<tr>
<td>Amazon.com, Inc.</td>
<td>Lockheed Martin Corporation</td>
</tr>
<tr>
<td>AMERCO</td>
<td>L'Oréal</td>
</tr>
<tr>
<td>American Tower Corporation</td>
<td>LVMH Moet Hennessy Louis Vuitton SE</td>
</tr>
<tr>
<td>Analog Devices, Inc.</td>
<td>Marsh &amp; McLennan Companies, Inc.</td>
</tr>
<tr>
<td>Aon Plc</td>
<td>Martin Marietta Materials, Inc.</td>
</tr>
<tr>
<td>Arthur J. Gallagher &amp; Co.</td>
<td>Mastercard Incorporated</td>
</tr>
<tr>
<td>ASML Holding NV ADR</td>
<td>McCormick &amp; Company, Incorporated</td>
</tr>
<tr>
<td>Autodesk, Inc.</td>
<td>Mettler-Toledo International Inc.</td>
</tr>
<tr>
<td>AutoZone, Inc.</td>
<td>Microsoft Corporation</td>
</tr>
<tr>
<td>Bausch + Lomb Corporation</td>
<td>Moody's Corporation</td>
</tr>
<tr>
<td>Black Knight, Inc.</td>
<td>MSCI Inc.</td>
</tr>
<tr>
<td>Blackstone Inc.</td>
<td>Northrop Grumman Corp.</td>
</tr>
<tr>
<td>Bolsa Mexicana de Valores SAB de CV</td>
<td>NVIDIA Corporation</td>
</tr>
<tr>
<td>British American Tobacco Plc</td>
<td>O'Reilly Automotive, Inc.</td>
</tr>
<tr>
<td>Brookfield Asset Management Inc.</td>
<td>Pernod Ricard</td>
</tr>
<tr>
<td>Cadence Design Systems, Inc.</td>
<td>Pool Corporation</td>
</tr>
<tr>
<td>Canadian Pacific Railway Limited</td>
<td>PPG Industries, Inc.</td>
</tr>
<tr>
<td>CBRE Group, Inc.</td>
<td>Raytheon Technologies Corporation</td>
</tr>
<tr>
<td>China Tower Corp Ltd</td>
<td>RELX Plc</td>
</tr>
<tr>
<td>Christian Dior SE</td>
<td>Republic Services, Inc.</td>
</tr>
<tr>
<td>CME Group Inc.</td>
<td>Rightmove Plc</td>
</tr>
<tr>
<td>Cooper Companies, Inc.</td>
<td>S&amp;P Global, Inc.</td>
</tr>
<tr>
<td>Copart, Inc.</td>
<td>SBA Communications Corp.</td>
</tr>
<tr>
<td>CoStar Group, Inc.</td>
<td>Sherwin-Williams Company</td>
</tr>
<tr>
<td>Crown Castle Inc.</td>
<td>Sony Group Corporation</td>
</tr>
<tr>
<td>Danaher Corporation</td>
<td>Synopsys, Inc.</td>
</tr>
<tr>
<td>DexCom, Inc.</td>
<td>Taiwan Semiconductor Manufacturing Co.</td>
</tr>
<tr>
<td>Diageo Plc</td>
<td>Tencent Holdings Limited</td>
</tr>
<tr>
<td>Douzone Bizon Co.</td>
<td>Tesla Inc</td>
</tr>
<tr>
<td>Essilorluxottica SA</td>
<td>Texas Instruments Incorporated</td>
</tr>
<tr>
<td>Estee Lauder Companies Inc.</td>
<td>Thermo Fisher Scientific Inc.</td>
</tr>
<tr>
<td>Evolution AB (publ.)</td>
<td>TransDigm Group Incorporated</td>
</tr>
<tr>
<td>Fair Isaac Corporation</td>
<td>Transurban Group</td>
</tr>
<tr>
<td>FirstService Corp</td>
<td>Union Pacific Corporation</td>
</tr>
<tr>
<td>General Dynamics Corporation</td>
<td>Universal Music Group NV</td>
</tr>
<tr>
<td>Grupo Aeroportuario Del Pacifico SAB DE CV</td>
<td>VeriSign, Inc.</td>
</tr>
<tr>
<td>Grupo Aeroportuario del Sureste SAB de CV</td>
<td>Verisk Analytics Inc</td>
</tr>
<tr>
<td>Hermes International SCA</td>
<td>Visa Inc.</td>
</tr>
<tr>
<td>IDEXX Laboratories, Inc.</td>
<td>Vulcan Materials Company</td>
</tr>
<tr>
<td>Illumina, Inc.</td>
<td>Warner Music Group Corp.</td>
</tr>
<tr>
<td>Intercontinental Exchange, Inc.</td>
<td>Waste Connections, Inc.</td>
</tr>
<tr>
<td>Intuit Inc.</td>
<td>Waste Management, Inc.</td>
</tr>
<tr>
<td>Intuitive Surgical, Inc.</td>
<td>Zoetis, Inc.</td>
</tr>
</tbody>
</table>

Source: Counterpoint Global; Provided for illustrative purposes only and should not be construed as a recommendation for investment.
### Exhibit 37: Wide Moat Businesses Earn Relatively High CFROIs

<table>
<thead>
<tr>
<th>Results as of August 2022</th>
<th>Median Trailing CFROI</th>
<th>CFROI Minus Discount Rate, Last FY</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Last FY</td>
<td>3-Yr</td>
</tr>
<tr>
<td>Weighted Average</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wide Moat Portfolio</td>
<td>24%</td>
<td>23%</td>
</tr>
<tr>
<td>S&amp;P 500</td>
<td>19%</td>
<td>17%</td>
</tr>
<tr>
<td>MSCI World</td>
<td>16%</td>
<td>14%</td>
</tr>
<tr>
<td>Median</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wide Moat Portfolio</td>
<td>17%</td>
<td>17%</td>
</tr>
<tr>
<td>S&amp;P 500</td>
<td>13%</td>
<td>13%</td>
</tr>
<tr>
<td>MSCI World</td>
<td>9%</td>
<td>8%</td>
</tr>
</tbody>
</table>

*Source: Counterpoint Global and Credit Suisse HOLT Lens.*
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